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Abstract-Today, the current buffered router 
Synchronous Network on Chip architecture consumes 
significant chip area and power. Therefore, based on 
biased routing, buffer-less routers have recently been 
predicted as a possible solution, but they suffer from 
contiguous port assignments, slow critical paths, and 
increased latency. Asynchronous Network on Chip 
architecture emerges as the best option for avoiding 
glitches and consuming less power. A clock and data 
recovery circuit is used to recover the clock signal from 
the router-generated data and reduce power 
consumption in a Multiprocessor System on Chip. This 
paper proposes a clock and data recovery circuit design 
for an asynchronous Network on Chip. The proposed 4x4 
Mesh router architecture implemented in this paper can 
process 64-bit of data samples with a depth of 64. When 
comparing the proposed architecture with the existing 
NoC architecture, the proposed architecture has shown a 
power reduction of 5 times. The proposed architecture 
has consumed a total power of 0.103W. The proposed 
architecture was designed using Verilog-HDL and 
synthesized using Xilinx Vivado 2019.2 and implemented 
on the Zed board (Zynq evaluation and development Kit) 

 
Index Terms-Asynchronous Network on Chip, Clock and 
data recovery circuit, Metastability, Low power, 
Multiprocessor System on Chip. 

 
I. INTRODUCTION 

With the continuous development of integrated circuit 
manufacturing technology, a single chip can integrate 
dozens or even hundreds of microprocessors. The 
complex communication between on-chip multi-cores 
makes the traditional bus-based on-chip 
communication structure a major performance 
bottleneck. In order to adapt to the growth of 
communication complexity, the network-on-chip has 
become the standard communication architecture of 
the current multi-core on-chip. According to the 
purpose of multi-core systems on a chip, they can be 
divided into two categories: multi-core microprocessor 
on-chip (chip multiprocessor, CMP) and multi-core 
system-on-chip (multiprocessor system-on-chip 
MPSoC) [1]. The former is to integrate many 
microprocessor units on a single chip to realize a multi-
core multi-process processing system; while the latter 
is to realize one or more embedded systems on a chip 

by integrating many processing units that work 
together but with different functions on a single chip. 
There are two implementations of Network on Chip 
(NoC): Synchronous NoC implemented by 
Synchronous circuits and Asynchronous Network on 
Chip implemented by asynchronous circuits [2]. Most 
current on-chip networks are Synchronous on-chip 
networks: communication between network nodes is 
driven by a single clock or multiple clocks. A few are 
asynchronous NoCs: communication between nodes is 
not driven by a clock but is controlled by a local 
handshake protocol due to the complexity of 
asynchronous circuit design and a lack of complete 
tool support. On average, the research on 
Asynchronous Network on Chip (NoC) is significantly 
behind that on Synchronous NoC. However, this does 
not diminish the importance of Asynchronous NoC has 
many advantages that Synchronous NoC does not 
have: 

 The Asynchronous circuit has no clock tree 
and does not generate any dynamic power 
consumption when there is no actual data 
transmission. 

 The device delay jitter caused by the 
uncertainty of the production process 
parameters is one of the main reasons for the 
decline of the current Synchronous integrated 
circuit yield rate. At the same time, changes 
in the circuit operating environment caused 
by low supply voltage, on-chip noise, and on-
chip hot spots also make it difficult for the 
static timing analysis of the circuit. The 
handshake protocol used for the 
Asynchronous NoC is not sensitive to delay. 
At the same time, the asynchronous circuit 
does not need timing analysis to ensure the 
correctness of its function. 

 The network interface of the Asynchronous 
on-chip network is unified. Each node can 
adjust its own clock frequency and supply 
voltage as needed. 

 Since the Asynchronous circuit does not 
require static timing analysis, the integration 
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process of the on-chip network and network 
nodes is shortened. 

 Asynchronous circuits have better 
electromagnetic compatibility and resistance 
to side-channel attacks. 

The International Semiconductor Technology 
Development Roadmap estimates that by 2024, 49% of 
on-chip global signals will be delivered by 
asynchronous circuits. 
International Semiconductor Technology 
Development Division-ITRS (The International 
Technology Roadmap for Semiconductors) predicts 
that the integration level of a single chip will reach 
billions of transistors, and the feature size will be 
reduced to 50mm; the clock frequency can reach 
10GHz. The delay of the global signal may exceed the 
clock cycle; thus it increases the difficulty of a global 
synchronization design: the design of on-chip 
communication resources will replace computing 
resources as the main part of the design [4]. The 
crosstalk coupling, antenna effects, and transient errors 
caused by the scaling down of the process will be 
difficult to solve. NoC can solve the above problems 
to a certain extent and narrow the gap between design 
and production. 
Aiming at the disadvantages of the high instantaneous 
power consumption of a synchronous clock network 
and the large communication delay of an asymmetric 
waterfall network and a symmetric waterfall network, 
this paper proposes and designs a Clock and Data 
Recovery (CDR) circuit for a NoC. The problems of 
communication delay and instantaneous power 
consumption are better solved. The rest of the paper is 
as follows: The section-2 describes the literature 
survey of asynchronous NoC and CDR circuits. The 
major contribution of the paper: low power CDR 
circuit for Asynchronous NoC is proposed in section-
3. The result of the proposed architecture is discussed 
in section-4 and the conclusion is in section-5. 
 

2. LITERATURE REVIEW 
This section describes the various Asynchronous NoC 
architectures for MPSoC. The literature survey on 
Asynchronous NoC is carried out based on the 
structure and topology of the network, Synchronous 
and Asynchronous interface design, flow control 
methods, quality of services, routing algorithm, and 
low power design. 
 
2.1. Structure and topology of the network 

Asynchronous Network Interface Controllers 
(NICs) are generally globally asynchronous and 
locally synchronous (GALS) systems. In the 
asynchronous Network on Chip as shown in Fig. 1, the 
asynchronous circuit implementation portion is 
represented in a grey colour. 
Each network node is a local system, which can have 
its own microcontroller, memory, bus, and functional 
unit, which is generally realized by a synchronous 
circuit. The NoC consists of an Asynchronous router 
and network interfaces within the network nodes. The 

network interface packages the data into packets and 
transmits them to the router or restores the received 
packets into data. At the same time, the network 
interface is also responsible for data transfer and 
format conversion between Synchronous circuits and 
Asynchronous networks. 

 
Fig. 1 Asynchronous Network on Chip system 

 
In theory, all network topologies can be used for 
Asynchronous on-chip networks, but Asynchronous 
on-chip networks mostly use tree [5] and mesh [6], 
topologies. Tree topology is mostly used to connect 
network nodes with similar functions, similar to 
traditional multi-master buses, but with better 
scalability and throughput [7]. The use of tree topology 
benefits from the efficient arbitration circuit of 
asynchronous circuits. Compared with complex 
arbitration circuits in synchronous circuits, such as 
round-robin arbitration [8], asynchronous arbitration 
circuits use a large number of simple MUTEX gates, 
which are small in area and high in speed. In the Chain 
network, an arbitration circuit contains only one 
MUTEX gate and two RS cache units [9]. However, 
there is currently no efficient asynchronous 
distribution circuit. The multi-resource arbitration 
circuit [10] is the only asynchronous allocation circuit 
that fits the Speed-Independent (SI) delay assumption 
model, but its area and delay grow dramatically with 
the number of requests or resources. A large number of 
Wide Tree [11] and Clos [12] network structures for 
CMP and parallel computing have not yet been 
adopted by any asynchronous on-chip network. 
The mesh topology is the most used topology for 
asynchronous on-chip networks [6, 13]. Compared 
with tree topology, mesh topology has two advantages: 
rich network resources and highly modular design. The 
abundance of network resources is reflected in two 
points: First, routers and connection channels are 
evenly distributed in the mesh topology, and their total 
amount of resources increases linearly with the number 
of network nodes. Second, there are multiple paths 
available between any node. Compared with the tree 
topology with only one path, the mesh topology has 
higher network redundancy [14] and can more easily 
guarantee communication service quality. The 
modular design of the mesh topology benefits from its 
direct network connection. Each network node is 
connected to a router with fixed structure and function. 
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Routers can be packaged as hard modules and used in 
different systems. In a tree network, the routers close 
to the root node have to bear larger data throughput rate 
and thus have a larger data bandwidth [14]. The entire 
communication network must be designed as whole 
and each router is individually configured according to 
the communication requirements of the nodes. 
 
2.2. Synchronous and asynchronous interface design 

Synchronous and asynchronous interfaces are 
part of a network interface. Nodes in a network-on-
chip must communicate with the network-on-chip 
through a network interface. The network interface is 
responsible for packetizing the data sent by the 
network node and sending it to the network or 
disassembling the received a message to the network 
node. In the asynchronous network-on-chip, the 
network nodes are often synchronous circuits, so the 
network interface unit needs to provide a unified 
Synchronous and Asynchronous interface to realize 
the connection between the synchronous network node 
and the Asynchronous network. Commonly used 
Synchronous and Synchronous interface methods can 
be divided into three types: 
(1). Simple synchronizer interface: Two-flop 
synchronization circuits have been widely used in 
multi-clock synchronization circuits to reduce 
metastability errors. The same approach can be used 
for synchronous/asynchronous interfaces [15]. After 
using the synchronous circuit on all control signals 
from asynchronous to synchronous, the synchronous 
circuit can safely sample asynchronous data. This 
interface method is simple to implement and consumes 
less area and energy, but because it increases the delay 
on the control signal, the transmission delay is large 
and the throughput rate is limited. The simple 
synchronizer interface is shown in Fig. 2a. 
(2). Stoppable clock interface: The asynchronous 
on-chip network divides the chip into local clock 
domains that are independent of each other, and 
network nodes can use independent clock domains. 
The stoppable clock interface introduces the data 
request signal of the asynchronous circuit into the local 
clock generation circuit. When asynchronous data 
acquisition and when the sample and the clock collide, 
the clock generation circuit suspends the clock to 
ensure correct data sampling. This approach 
completely avoids metastability errors and can 
complete data transfer in a single clock cycle with the 
lowest propagation delay [16]. With the dynamic 
frequency and voltage control, network nodes are 
using a stoppable clock interface have minimal energy 
consumption. However, the clock period of the local 
clock should be greater than the clock tree delay. The 
maximum clock frequency is limited by the clock tree 
delay. At the same time, the output clock of the local 
clock generation circuit is unstable and easy to affect 
by noise and the working environment, the clock 
accuracy is low. The stoppable clock interface is 
shown in Fig. 2b 

(3). Data buffer (first-in-first-out, FIFO) 
interface: Asynchronous FIFOs have been used 
extensively in synchronous circuits. This approach can 
also be used for a network interfaces but uses 
asynchronous rather than synchronous handshake 
protocol on the asynchronous circuit side [17]. This 
method has high data throughput but is affected by 
buffer length, its transmission delay, area, and energy 
consumption are the largest among all methods. The 
data buffer interface is shown in Fig. 2c. 

 
(a) Synchronous Interface 

 
(b) Stoppable clock Interface 

 

(c) Data buffer Interface 

Fig. 2 Synchronous and Asynchronous Interface methods in NoC 

This article only discusses a network-on-a-chip using 
asynchronous routers. Some papers refer to distributed 
synchronous networks as GAL’s systems [2], [18], but 
these networks do not directly use Asynchronous 
circuits, which is inconsistent with the Asynchronous 
circuit-based NoC concept discussed in this paper. 
 
2.3. Flow Control Methods 
Asynchronous NICs have fewer flow control methods 
than synchronous NICs. A small number of 
asynchronous on-chip networks use circuit switching 
to provide stable communication bandwidth and 
transmission delay, most of the others use packet 
switching. Tree networks and simple mesh networks 
with communication requirements are often used in the 
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basic Wormhole Routing method. Virtual Channels 
(VCs) are mostly used in mesh networks that need to 
provide high bandwidth guarantees [19]. Throughput 
networks can use Spatial Division Multiplexing 
(SDM) flow control methods. The throughput 
improvement of VC in an asynchronous network-on-
chip is not as good as that of a synchronous network-
on-chip. In order to ensure the correct execution of the 
handshake protocol, they exchange within the router. 
The swap unit cannot pre-allocate the path before the 
path is released so the swap arbitration and data 
transfer cannot be performed in parallel. 
Asynchronous VC routers are required for each. The 
switching unit is reconfigured with each flit rather than 
a message, which improves the configuration 
frequency of the switching unit. Since exchange 
arbitration and data transfer cannot be performed in 
parallel, the transfer times for microchips are 
significantly longer and network speeds drop, 
offsetting most of the throughput gains from virtual 
channels. Compared with VC, SDM has higher 
network throughput performance. SDM uses virtual 
circuits to transmit messages [20]. An exclusive part of 
a virtual circuit channel bandwidth is responsible for 
transmitting the entire message. Since multiple packets 
can pass through the same data channel through 
different virtual circuits, SDM is the same as VC can 
solve the problem of network congestion. But SDM 
does not introduce additional exchange arbitration 
time. Each virtual circuit has its own part of the 
bandwidth, routing. The switching unit within the 
switch only needs to be reconfigured for newly arrived 
packets, not the flit. 
 
2.4. Quality of Service 
Asynchronous on-chip networks, especially mesh on-
chip networks, mainly serve MPSoC systems. 
Network nodes with different functions often have 
different communication quality requirements. There 
are generally three measures of communication 
quality: bandwidth, packet transmission delay, and 
delay jitter. A constant bandwidth network ensures that 
a portion of the data flow has constant average 
bandwidth. Hard real-time networks ensure that the 
maximum packet transmission delay of a part of the 
data flow is less than a hard deadline [21]. Soft real-
time networks guarantee that the average transmission 
delay of a portion of the data stream is less than a 
predetermined deadline. A delay jitter is used to 
measure the controllability of packet arrival time. 
Small delay jitter means that the delay distribution of 
the packet has a small variance, and the packet receiver 
can better predict the arrival time of the packet. Due to 
the lack of a global clock, the asynchronous on-chip 
network cannot define time slices, and the time-
division multiplexing flow control commonly used in 
the synchronous on-chip network is difficult to apply 
to the asynchronous on-chip network to provide hard 
real-time services. Asynchronous on-chip networks 
mostly use VCs to provide soft real-time bandwidth-
constant services [22]. By setting different priorities 

for different VCs and using the priority arbitration 
mechanism, packets with high priorities can take 
priority over VCs to obtain constant bandwidth and a 
small average transmission delay. However, the 
average transmission delay and delay jitter are affected 
by the network load and increase with the increase of 
the data injection amount. 
 
2.5. Routing Algorithm 
Although theoretically asynchronous NICs can use any 
routing algorithm, limited by the complexity of router 
implementation, asynchronous NICs mostly use 
deterministic routing algorithms [23], and only a 
smaller number of asynchronous on-chip networks 
started using adaptive routing algorithms to increase 
network reliability. There are two main types of 
deterministic routing algorithms used in asynchronous 
on-chip networks: source routing and XY routing [24]. 
Source routing requires the originating node of the 
message to pre-determine the communication path and 
store the path in the header microchip of the message, 
while XY routing only needs to store the address of the 
destination node of the message in the header 
microchip, and the router will automatically specify 
the address according to the address path. These two 
routing algorithms do not require routers to perform 
complex logical operations, so they can be easily 
implemented by asynchronous circuits. Source routing 
can be used with any topology, while XY can only be 
used with regular mesh networks. When the scale of 
the network is large, source routing will consume more 
packet space to mark long network paths. At this time, 
the packet space load of XY routing is relatively small. 
 
2.6. Low Power Design 
Asynchronous circuits are not in all cases energy 
efficient than synchronous circuits, only when network 
utilization is low do, they consume less energy than 
normally powered synchronous circuits. When the 
network is running at full load, the energy 
consumption of the asynchronous circuit is similar to 
that of the synchronous circuit that improves the power 
supply, that is to say, it consumes more energy than the 
synchronous circuit with a normal power supply. 
Asynchronous network-on-chip is not suitable for 
MPSoC which needs to run at full capacity [25]. 
The power consumption of asynchronous circuits has 
a faster growth rate than that of synchronous circuits: 
using asynchronous networks to transmit data per unit 
length consumes more energy. A closer analysis 
showed that a single-track pipeline is more energy 
efficient than a multi-track pipeline and that the two-
phase handshake protocol consumes less energy than 
the four-phase handshake protocol. Asynchronous 
NICs for low-power designs should use single-rail 
pipelines with two-phase handshakes whenever 
possible [26]. 
Dynamic voltage control can also be used in 
asynchronous routers to reduce leakage current in 
asynchronous circuits. Similar to synchronous, 
asynchronous circuits can also operate at low supply 
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voltages. Since the swing of the signal becomes 
smaller at low supply voltage, the dynamic power 
consumed by the circuit is correspondingly reduced, 
but the circuit speed becomes slower [27]. Unlike 
synchronous circuits, low supply voltages do not affect 
the function of asynchronous circuits. Dynamically 
controlling the voltage of an asynchronous circuit is 
safer. Since the asynchronous network-on-chip is more 
suitable for low-load network applications, the 
additional network delay introduced by the use of 
dynamic voltage control will not cause a large 
functional impact. After examining the finest existing 
NoC designs in the literature, it was discovered that 
while all NoC designs are focused on performance, 
power is also a primary concern in the current 
situation. Furthermore, with asynchronous NoC, the 
router will just transfer data; no clock will be 
transferred via the NoC router. This structure 
necessitates the requirement of a clock and data 
recovery circuit at the receiver, which increases the 
area and power consumption of the device connected 
to the NoC router. To address the aforementioned 
issues, in the proposed design, created a router 
structure based on FSM to lower the power 
consumption of the NoC, as well as a clock and data 
recovery circuit to reduce the power consumption and 
area of the device connected to the NoC. 
 

3. PROPOSED METHOD 
 

This section describes the proposed low power CDR 
circuit for asynchronous NoC. The proposed method is 
explained in two sections: CDR for Asynchronous 
NoC and Asynchronous NoC architecture for MPSoC. 
 
3.1. Clock and Data recovery circuit 
The clock data recovery circuit (CDR) is an important 
circuit in the data transmission system. In a 
communication system, the data stream is generally 
transmitted in the channel without a clock, and the 
receiving end needs to recover the effective digital 
signal from the noise-containing signal. The function 
of the clock data recovery circuit is to find the clock 
and phase sampling data so that the data recovery is the 
most stable and reliable. The traditional phase-locked 
loop is an effective method for tracking the clock and 
phase. It has the advantages of tracking zero frequency 
difference of clock and fixed tracking phase difference 
and has been widely used in much clock recovery. 
However, for burst data signals, the clock data 
recovery circuit using a traditional phase-locked loop 
often cannot meet the requirements of fast 
synchronization, a large phase jitter can easily lead to 
loss of lock, and the locking time of the phase-locked 
loop method is very long. Aiming at the transmission 
system of a burst data signal, an all-digital fast-locking 
improved lead-lag clock data recovery method is 
proposed, which can quickly determine the sampling 
clock. 
 
3.1.1. Design principle and circuit 

This circuit is mainly composed of an edge detector, a 
frequency capture device, a phase tracker, and a 
synchronous clock generator. The block diagram of 
Clock and Data recovery circuit is presented in Fig 3. 
Compared with the traditional super-pre-lag phase-
locked loop method, this circuit adds a frequency 
catcher and improves the synchronous clock generator. 
The frequency catcher counts the local high-frequency 
clock period between two adjacent data edges, and 
selects the minimum value within a period of time as 
the basic oscillation period of the lead-lag phase-
locked loop synchronous clock. The synchronous 
clock generator increases the oscillation period of the 
synchronous clock when encountering a leading pulse, 
and reduces the oscillation period when encountering 
a lagging pulse, and clears the synchronous clock 
counter after encountering a data edge. To prevent 
entering metastability, in the edge detector, the circuit 
uses a local high frequency clock. 

 
Fig. 3 Block diagram of Clock and Data recovery circuit principle 

3.1.2. Circuit Implementation 
This circuit can be realized on the Zynq SoC platform 
and uses Xilinx Zynq -7000 series to complete the 
circuit design. 
At present, the commonly used edge detectors include 
asynchronous detection and synchronous detection. 
Asynchronous detection uses D flip-flops and NOT 
gates to realize the edge detection function, as shown 
in Fig. 4a. Synchronous detection uses flip-flops and 
XOR gates to realize the detection function. Function, 
as shown in Fig. 4b, when the data sampled by the D 
flip-flop skips an edge, a high level of one clock cycle 
will appear at the edge end. This edge detector selects 
the synchronization detection structure. 

 
(a) Asynchronous edge detection sub circuit 

 
(b) Synchronous edge detection sub circuit 
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Fig. 4 Edge detector 

The frequency capture device is completed with a 
counter, and its structural block diagram is shown in 
Fig 5. The local high-frequency clock between two 
data edges is counted, compared with the previously 
stored value, and if the count value is less than the 
stored value, the previously stored value is replaced 
with the counter value. The phase tracker uses the 
"AND" of the data edge detected by the synchronous 
clock and the edge detector as the leading signal, and 
the "AND" of the non-sum data edge of the 
synchronous clock as the lagging signal. Since the 
synchronous clock and the edge detector are both 
connected with the local high-frequency time clock is 
synchronized, so the phase tracking circuit is 
synchronized with the local high-frequency clock. 

 
Fig. 5 Structural block diagram of frequency capture 

 
In order to increase the locking frequency range, the 
lead-lag adjustment of the synchronous clock 
generator does not use the subtraction gate and an 
additional gate method in the traditional lead-lag 
phase-locked loop method. After obtaining the data 
frequency from the frequency capturer, if it is judged 
that the data edge is ahead, changing the maximum 
value  𝑇ௗ௔௧௔ of the synchronous clock cycle counter to 
𝑇ௗ௔௧௔ − 1, and if it is judged that the data edge is 
lagging, increase the maximum value  𝑇ௗ௔௧௔  of the 
synchronous clock cycle counter to 𝑇ௗ௔௧௔ + 1. 
To reduce the synchronous clock jitter, in this circuit, 
the synchronous clock is not generated by counting the 
local high-frequency clock overflow and then 
inverting the phase. Instead, it is stipulated that when 
the count value is less than or equal to 1/2 of the 
frequency word, the synchronous clock output is low. 
When the value of the counter is greater than 1/2 of the 
frequency word, let the synchronous clock output will 
be high. The step of the synchronous clock cycle using 
this method is one local high-frequency clock cycle, 
while the step of the synchronous clock cycle 
generated by the overflow inversion method is two 
local high-frequency clock cycles, so the time 
synchronization clock of this circuit is less jitter. 
 
3.2. CDR integration with Asynchronous NoC 
This section describes the integration of the CDR 
circuit with asynchronous NoC. The integration of the 
CDR circuit which is described in section 3.1.2 with 
the Asynchronous NoC circuit as presented in Fig 6. 

 
Fig. 6 CDR circuit integration with Asynchronous NoC 

 
A general two-dimensional mesh is assumed for the 
network topology. The internal operation of the router 
is explained as follows: 
 
3.2.1. Flow control method 
There are two types of NoC flow control methods: the 
Wormhole method, which has a buffer smaller than the 
packet size, and the Virtual Cut-Through method, 
which has a buffer equal to the packet size. In the 
Virtual Cut Through method, the flow is calculated in 
bucket units. In general, NoC, the wormhole method is 
adopted to reduce the number of buffers, but 
Wormhole starvation occurs frequently when priority 
control is performed on a per flit basis. For that reason, 
the Virtual Cut-Through method is used to perform 
priority control on a packet-by-packet basis in routers 
for real-time systems. 
 
3.2.2. Routing Algorithm 
NoC routing algorithms can be categorized into two 
types: fixed routing, in which a route is uniquely 
determined for one destination, and adaptive routing, 
in which a route is dynamically determined according 
to network conditions. Since the order of packets 
varies in type of routing, a large buffer is required on 
the receiving node side. Therefore, in this research, 
dimension-order routing is considered, which is the 
most common fixed routing. 
 
3.2.3. Router architecture 
The architecture of a router for real-time systems is 
shown in Fig.6. The router has five input and output 
ports, four of which are connected to neighbouring 
routers and one to the core. The Input Unit stores the 
received packets in the buffer calculates the output port 
by the Routing Unit and arbitrates the input virtual 
channel by the Local Arbiter. The Switch Allocator 
performs Crossbar Switch arbitration, and the Crossbar 
Switch passes packets to each output port according to 
the result of the Switch Allocator. The output port of 
each router is integrated with the CDR circuit. In 
between the output port and CDR circuit, the serializer 
circuit is used to convert the parallel data into serial 
data. At the other end, a de-serializer is used to convert 
serial data into parallel data. This entire operation is 
called SerDes which is mostly used in a high-speed 
communication system. 
Packet transfer processing is divided into the following 
steps: 
Routing Computation (RC) /Local Arbitration (LA). 
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RC: Calculate the output port from the destination 
address included in the header information.  
LA: Arbitrate input virtual channel requests to the 
Switch Allocator based on priority. 
Switch Allocator (SA): Routes buckets through the 
Crossbar Switch based on priority arbitrate for an Input 
Unit. 
Switch Traversal (ST): Transmits packets from Input 
Units selected by the Switch Allocator. 
 

4. RESULTS AND DISCUSSION 
The router is used to connect packet-switched 
networks or subnets. It serves two main functions:1) It 
manages traffic between these networks by forwarding 
the packets of data to the desired IP address, allowing 
multiple devices to share the same internet connection. 
But the router doesn't transmit the clock through it. So, 
this work designed a low-power router that can 
generate a clock signal and transmit the clock signal. 
2) Generate a clock signal from the data sent by the 
router. So firstly, it needs to serialize the data sent by 
the router. Then pass the serialized data to the clock 
data recovery module, which allows the clock signal to 
be recovered from the data sent by the router. By 
designing in this manner, a clock signal is obtained 
from the router itself by consuming low power and less 
area. 
The proposed architecture is designed using Verilog-
HDL and synthesized using Xilinx Vivado 2019.2. The 
proposed architecture is implemented on the Zed board 
(Zynq evaluation and development Kit) in order to 
verify the functionality and performance of the 
proposed architecture in terms of area and power. All 
the modules of the architecture are designed using 
Verilog- HDL and the final architecture is designed 
using a bottom-up approach. The proposed design can 
process up to 64 different 64-bit data simultaneously 
and generate serial output. 
The simulation result of the proposed architecture is 
shown in Fig. 7. The simulation results show that the 
output of the proposed architecture is generated 
serially. In order to recover the clock, a phase 
generator is used that will generate multiple clock 
signals with different phases. In the proposed design, a 
phase detector that will detect 16 different phases is 
used. Different phases delayed incoming data signal is 
ex-ored in original form and shift left form. When both 
the ex-ored output is equal then the phase of the clock 
is locked and the locked phase clock is the recovered 
clock as shown in Fig. 8. 
The synthesized design of the proposed architecture as 
shown in Fig.9.The area utilization summary of the 
proposed architecture as shown in Fig.10. Proposed 
architecture is implemented in the Zed board (Zynq 
evaluation and development Kit). Upon 
implementation, obtain the area utilization summary in 
terms of LUTS and Slice registers. The proposed 
design consumes 33064 LUTS with a utilization 
percentage of 62.15%. In terms of slice registers, the 
proposed architecture consumes 25152 slice registers 
with a utilization percentage of 23.64%. Out of this 

23.64%, 20.93% is occupied by the Flip Flop and the 
rest 2.71% is occupied by the Latches. 

 
Fig. 7 Simulation results showing packet transmissions through a 

router 

 
Fig. 8 Simulation results of the proposed architecture 

 
Fig 9. Synthesized design of the proposed architecture 

 
Fig.10 Area Utilisation summary of the proposed architecture 
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The total on-chip power of 0.103W as shown in Fig 11. 
The research work reported in the [18], 2D 4x4 
Asynchronous Mesh NoC architecture with a data size 
of 48-bits and depth of 5 is proposed. In the proposed 
architecture, 2D 4x4 Asynchronous Mesh NoC 
architecture with a data size of 64-bits and depth of 64 
is proposed. When compared with the research article 
cited in [2], [18], and [25], the proposed design shows 
better performance in terms of area and power. The 
increase in the area is due to the increase in the data 
depth, data width, and circuit for clock recovery. There 
is a power reduction of 5 times compared to [18] and 2 
times compared to [2] and 9 times compared to [25] as 
shown in Table 1 and in fig. 12-15. 

 
Fig. 11 Power Utilisation summary of the proposed architecture 

Table 1. Comparison of proposed work with the existing works 

References Mesh 

Size 

Data 

Width 

Data 

Depth 

Area 

(LUTs) 

Power 

(W) 

[2] 4x4 - - - 0.211 

[18] 4x4 48 5 3544 0.56 

[25] 3x3 64 - - 0.940 

Proposed 4x4 64 64 33064 0.103 

 
Fig. 12 Power of proposed work with the existing works 

 
Fig. 13 Data width vs. Power 

 
Fig. 14 Data depth vs. Power 

 
Fig. 15 Area vs. Power 

5. CONCLUSION 
 
In this, 2D 4x4 Mesh NoC architecture without buffer is proposed in 
this paper. In this proposed NoC router, a low-power Clock and Data 
Recovery circuit is designed for Asynchronous NoC in order to 
recover the clock from the router-transmitted output. The proposed 
design efficiently handles medium to large network loads. The data 
is transmitted parallel out of the router and then processed serially 
into and out of the Clock and Data Recovery circuit. By transmitting 
data serially, we achieve an advantage of a smaller number of 
conducting wires, hence reducing the cost of the interface and simple 
interface to the receiver. The proposed design exhibits less power 
consumption of 0.103W compared to the existing systems and can 
process 64-bit of data samples with a data depth of 64. 
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